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Abstract

This report gives an overview of various Ma-
chine Learning algorithms and compare their
efficiencies. Also, it gives an insight into var-
ious approaches which can be adopted to han-
dle missing data values and confers the impact
of discretisation on various machine learning
techiques.

1 Introduction

Machine learning plays a major role in to-
days internet era. From amazon’s book sug-
gestions to managing traffic in large cities, ma-
chine learning is applied in one or other way.
Hence it is very essential to have a better un-
derstanding of machine learning techniques and
algorithms, which can efficiently predict the fu-
turistic problems and find their solutions. This
study is performed using WEKA (Waikato En-
vironment for Knowledge Analysis), a machine
learning software.

2 Handling Missing Values

The provided dataset being a real world data,
many instances have missing attribute values.
These can be handled in different ways. In this
project, this has been handled using weka’s un-
supervised attribute filter named ReplaceMiss-
ingValues. This filter replaces the missing at-
tribute values by means and modes for numeric
and nominal attributes respectively.

Another promising approach is to use a K
nearest neighbour methodology in which the in-
stances which are most similar to the instance
with missing value is computed using a distance
function and then the mean or mode of the at-
tribute value of those instances are considered.

According to Section V-B of A. Sharma and
I.Sharma (2013), this method could improve
the efficiency of the classifier when compared to
those which handled missing values using nor-
mal ReplaceMissingValues filter in weka. How-

ever, the analysis in this report is based on han-
dling using ReplaceMissingValues.

3 Analysis using various classifiers

Various Classifiers like K-nearest neighbour, de-
cision trees, etc were deployed to identify the
ideal classifier using the training set and devel-
opment set. Only relevant, the ones with higher
accuracy is discussed in the sub sections. The
analysis provided below is based on the clas-
sification of development data by the classifier
modelled using training data. Also, other useful
details like confusion matrix has been omitted
from report in order to utilize the word count.

3.1 J48

J48 is an opensource implementation of C4.5
algorithm in weka Wikipedia (2014a). This al-
gorithm is used to generate decision trees us-
ing the concept of information entropy. Table 1
depicts the percentage of correct and incorrect
instances classified.

Metric Value

Correctly Classified Instances 85.37%
Incorrectly Classified Instances 14.63%
Mean Absolute Error 0.2044

Table 1: Evaluation metrics using J48 algorithm

But according to Dougherty et al. (1995),
there is high impact on the accuracy of the clas-
sification when supervised discretization of data
is performed before applying these classification
algorithms.

Table 2 shows the metrics evaluated using J48
algorithm when applied on supervised dicretised
data using Filter Classifier in weka. This clearly
indicates the impact of supervised discretisation
on classification accuracy. (Procedure used is
discussed in README file)



Metric Value

Correctly Classified Instances 86.42%
Incorrectly Classified Instances 13.58%
Mean Absolute Error 0.1924

Table 2: Evaluation metrics using J48 algorithm
on discretised data

3.2 Naive Bayes

Naive Bayes Classifier is a probabilistic classifier
which works on the assumption that attributes
are conditionally independent given the class
variable. One advantage of this approach is that
it needs only a small amount of training data to
classify efficiently. Wikipedia (2014b)

Metric Value

Correctly Classified Instances 83.61%
Incorrectly Classified Instances 16.39%
Mean Absolute Error 0.1809

Table 3: Evaluation metrics using Naive Bayes
Classifier

Refer Table 3 for evaluation metrics using
Naive bayes classifier

3.3 Support Vector Machines

Support Vector machine represents each of the
instances of training data in a n dimensional
vector space so that there is a clear gap between
the instances belonging to separate classes.
Then the instances in test data is also mapped
into same space and is predicted to belong to
a category based on which side of the gap they
fall. Wikipedia (2014c). Refer Table 4

Metric Value

Correctly Classified Instances 84.99%
Incorrectly Classified Instances 15.01%
Mean Absolute Error 0.1501

Table 4: Evaluation metrics using Support Vec-
tor Machine Classifier

3.4 NBTree Classifier

As discussed in Kohavi (1996), NBTree is a hy-
brid of decision tree classifiers and naive bayes
classifiers where the decision-tree nodes con-
tain univariate splits as regular decision-trees,
but the leaves contain Naive-Bayesian classi-
fiers. The classifier using this algorithm per-
forms much better than normal decision tree

algorithms as well as naive bayesian classifiers.
Table 5 illustrates the metrics evaluated using
this approach

Metric Value

Correctly Classified Instances 85.93 %
Incorrectly Classified Instances 14.07 %
Mean Absolute Error 0.1696

Table 5: Evaluation metrics using NBTree Clas-
sifier

By comparing its correctly classified instances
with that of J48 and Naive Bayes, it can be
seen that NBTrees accuracy is higher than the
former. However, its value 85.93% is less than
86.42% obtained by J48 when applied on dis-
cretised data. Hence NBTree was applied on a
supervised discretised data in order to identify
the impact of discretisation on this classifier.

Metric Value

Correctly Classified Instances 86.58 %
Incorrectly Classified Instances 13.42 %
Mean Absolute Error 0.167

Table 6: Evaluation metrics using NBTree Clas-
sifier on discretised data

From Table 6, it is clear that this model is
the best classifier among the ones analysed so
far since its % of correctly classified instances
are much more than the ones obtained by other
classifiers. Hence this model will be used for
classifying the test data.

4 Classification of test dataset

Test data set has been classified in two differ-
ent ways in this project. One using the adult-
Train.arff as Training set and secondly by com-
bining data in adultTrain.arff and adultDevel-
opment.arff. By comparing the output, it is
noticed that there are small differences in the
class identified in some instances. I assume the
second approach would yield a better classifica-
tion output since the training set has more data
which would help the classifier to approprately
determine the class. Both these results will be
submitted along with README file.

5 Problem addressed

Using the census data provided from 1994, I
tried to solve the original problem discussed in
the project spec. Whether I can get rich as soon



as I graduate. Using a new test dataset with
one instance which best describes my qualifica-
tions once I graduate, I tried to classify whether
a person with same qualification as me in 1994
belong to greater than 50K or less than or equal
to 50K salary class. Although, some of the de-
tails are not accurate like capital-gain, capital-
loss, etc, according to this classifier, the person
belongs to the latter class i.e, less than or equal
to 50K.

6 Sub Problem Considered

Do we live in a world where genders are treated
equally ? This is an analysis based on one at-
tribute, i.e gender. By filtering the gender to
have only value. It can be seen that according to
training data, 6662 males have more than 50K
as salary out of 21790. i.e 30.57%. But in case of
females, only 1179 females have more than 50K
salary out of 10771. i.e 10.94%. Hence it can be
deduced that females are comparatively earning
less than males or in other words, less percent-
age of females are working in sectors which gives
higher salary.

Figure 1: Salary distribution in case of males

Figure 2: Salary distribution in case of females

7 Conclusions

The analysis done in this project shows that
NBTree machine learning algorithm performs
much better in classifying compared to other
classifiers analysed. This report also discusses
various promising approaches in handling miss-
ing attribute values mainly the K nearest neigh-
bour approach mentioned in section 2. Also, it
emphasises the impact of supervised discretisa-
tion on the classifier model. Hence it can be
concluded that the machine learning not only
depend on the algorithm chosen, but also on
the way the data is handled.

References

N. Mehta A. Sharma and I.Sharma. 2013. Rea-
soning with missing values in multi attribute
datasets. International Journal of Advanced
Research in Computer Science and Software
Engineering, 3(1):1035 – 1043.

James Dougherty, Ron Kohavi, and Mehran
Sahami. 1995. Supervised and unsupervised
discretization of continuous features. In Ma-
chine Learning: Proceedings of the Twelth In-
ternational Conference, pages 194–202. Mor-
gan Kaufmann.

Ron Kohavi. 1996. Scaling up the accuracy
of naive-bayes classifiers: a decision-tree hy-
brid. In Proceedings of the Second Inter-
national Conference on Knowledge Discov-
ery and Data Mining, pages 202–207. AAAI
Press.

Wikipedia. 2014a. C4.5 algorithm —
wikipedia, the free encyclopedia. [Online;
accessed 31-May-2014].

Wikipedia. 2014b. Naive bayes classifier —
wikipedia, the free encyclopedia. [Online; ac-
cessed 31-May-2014].

Wikipedia. 2014c. Support vector machine —
wikipedia, the free encyclopedia. [Online; ac-
cessed 31-May-2014].


